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• MI-GAN: A Simple Baseline for Image Inpainting on Mobile Devices1)

▪ ICCV 2023

• CoordFill: Efficient High-Resolution Image Inpainting via Parameterized 

Coordinate Querying2)

▪ AAAI 2023 Oral

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.

2) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

Outline
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1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Introduced MI-GAN, the first lightweight generative image inpainting model 

specifically optimized for mobile devices

▪ Designed for efficient computation and deployment on low-end hardware

• Developed a unique combination of techniques for high-quality inpainting

▪ Adversarial Training

−Ensures visually plausible results without artifacts

▪ Model Re-parameterization

− Improves output quality while maintaining efficiency

▪ Knowledge Distillation

−Enhances generative ability by learning from larger networks

• Achieved competitive or superior inpainting performance compared to state-of-

the-art models

▪ Demonstrated significant improvements in speed and size

▪ Human evaluators preferred MI-GAN over commercial mobile applications

Contribution

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Image inpainting: Restores missing regions in an image to produce realistic 

outputs

• Mobile apps like Photoshop Express, Picsart, Snapseed offer object removal tools.

• Limitations of current state-of-the-art inpainting models

▪ Heavy computation unsuitable for mobile devices

▪ Dependence on server-side processing (internet, latency issues)

• Proposed solution: MI-GAN

▪ A lightweight, high-quality inpainting model optimized for mobile devices

Introduction

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Traditional methods

▪ Diffusion-based (e.g., curvature-driven diffusions)

▪ Exemplar-based (e.g., PatchMatch, texture synthesis)

▪ Lacked semantic understanding

• Deep learning advancements

▪ GAN-based approaches (e.g., Co-Mod-GAN, SH-GAN)

▪ Transformer-based models (e.g., MAT, ZITS)

▪ Diffusion models for inpainting (e.g., Palette, LDM)

• Gaps: None of these models are designed for efficient deployment on mobile 

devices

Related Work

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• MI-GAN integrates three key techniques

▪ Adversarial Training: Ensures visually plausible results without artifacts

▪ Model Re-parameterization: Enhances model efficiency and quality

▪ Knowledge Distillation: Leverages a larger model (Co-Mod-GAN) to improve 

generative ability

• Combines a main branch and a painting branch

▪ Main branch: U-Net-like structure for core inpainting tasks

▪ Painting branch: Mimics iterative expert inpainting processes

Method Overview

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Main Branch

▪ U-Net-like structure with depthwise-separable convolutions

▪ Bilinear upsampling/downsampling for feature extraction and resolution changes

▪ Incorporates random noise for high-frequency detail generation

• Painting Branch

▪ Completes missing regions layer-by-layer in the RGB space

▪ Combines intermediate outputs to form the final image

▪ The inpainting composition equation

−𝐼𝑐𝑜𝑚𝑝𝑜𝑠 = 𝐼𝑜𝑟𝑖𝑔 ⊙ 𝑀 + 𝐼𝑐 ⊙ 1 − 𝑀

Architecture Details

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Adversarial Training

▪ Inspired by StyleGAN discriminator

▪ Ensures non-blurry and artifact-free results

▪ Adversarial loss for the generator

−𝐿𝑎𝑑𝑣 = 𝔼 𝑥,𝑚 ∼𝑃 𝑐,𝑚 ൧ൣ 𝑆𝑜𝑓𝑡𝑃𝑙𝑢𝑠 −𝐷𝑤 𝐺𝜃 𝑥,𝑚 ,𝑚

• Knowledge Distillation

▪ Teacher: Co-Mod-GAN with strong generative ability

▪ Transfers intermediate outputs from teacher to MI-GAN

▪ Knowledge Distillation Loss

−𝐿𝐾𝐷 = σ𝑖=0
3 | 𝑥𝑖 − 𝑥𝑖

𝐶 ⊙ 1 − 𝑀𝑖 |

• Model Re-parameterization

▪ Optimizes convolutional layers for mobile hardware

▪ Improves efficiency without sacrificing quality

Key Techniques

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.
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• Results on Places2 (256x256 resolution)

▪ MI-GAN achieves competitive FID and LPIPS compared to Co-Mod-GAN and SH-

GAN

▪ Significantly faster and lighter

−8x faster and 13x smaller than Co-Mod-GAN

• Results on FFHQ (face images)

▪ MI-GAN performs comparably to Co-Mod-GAN in FID and LPIPS

▪ Outperforms LaMa, ZITS, and HiFill

Quantitative Results

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.

Quantitative comparison on 256 resolution images
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Qualitative Results

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.

Qualitative results on 256 resolution Places 2 samples
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Qualitative Results

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.

Qualitative results on FFHQ samples
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• Real-world testing on devices (256x256 resolution)

▪ MI-GAN runs 4x faster on average than Co-Mod-GAN

• Speed comparison on popular devices

▪ Example: iPhone 7 – MI-GAN: 1030 ms vs. Co-Mod-GAN: 4475 ms

Qualitative Results

1) SARGSYAN, Andranik, et al. Mi-gan: A simple baseline for image inpainting on mobile devices. In: Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023. p. 7335-7345.

Qualitative results on FFHQ samples
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1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

• CoordFill: Efficient High-Resolution Image Inpainting via Parameterized 

Coordinate Querying1)

▪ AAAI 2023 Oral
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• Proposed CoordFill, a novel framework for efficient high-resolution image 

inpainting

▪ Utilizes parameterized coordinate querying to address computational inefficiencies

• Designed an Attentional FFC-based block

▪ Learns to focus automatically on the masked regions

▪ Enhances the spatial understanding required for high-resolution inpainting

• Introduced a pixel-wise querying network

▪ Generates pixel values for only the masked regions using positional encoding

▪ Significantly reduces unnecessary computation

• Achieved state-of-the-art performance

▪ Faster and more efficient than existing methods

▪ Demonstrates superior qualitative and quantitative results across multiple datasets

Contribution

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.
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• Challenges in high-resolution inpainting

▪ Requires large receptive fields for contextual understanding

▪ Inefficient computation by processing unnecessary regions

• Existing methods rely on CNNs, GANs, or transformers (e.g., MAT, ZITS)

▪ High computational cost, limited scalability for very high resolutions

• CoordFill: Efficiently addresses these challenges with coordinate querying

Introduction

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.
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• CoordFill solves high-resolution image inpainting with two key components

▪ Parameter Generation Network (PGN)

−Produces parameters for spatially adaptive reconstruction

▪ Pixel-wise Query Network (PQN)

−Generates pixel values for masked regions using positional encoding

• Key advantages

▪ Only processes masked regions, avoiding unnecessary computations

▪ Supports arbitrary resolution with continuous coordinate querying

Method Overview

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.
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• Downsamples high-resolution input to a lower resolution (e.g., 256×256)

• Uses Attentional FFC blocks to capture spatial and frequency domain features

▪ Removes spatial noise and enhances relevant features

▪ Formula for spatial attention map

−𝐹dm =  𝜎 FFC 𝐹

• Generates spatially adaptive parameters for masked regions

▪ Incorporates target resolution for flexible upsampling

▪ Final parameters guide pixel-wise querying in PQN

Parameter Generation Network (PGN)

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

The details of the proposed AttFFC Block
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• Utilizes parameters generated by PGN to reconstruct pixel values

▪ Formula for pixel value prediction

−𝑦𝑝 = 𝑄 𝑝; Φ𝑝 

▪ Q: Multi-layer perceptron (MLP) trained on positional encoding

• Encodes pixel positions using sinusoidal functions for high-frequency details

▪ Formula for positional encoding

−𝑝 = sin
2𝜋𝑝𝑥

𝐸𝑥
, cos

2𝜋𝑝𝑥

𝐸𝑥
, sin

2𝜋𝑝𝑦

𝐸𝑦
, cos

2𝜋𝑝𝑦

𝐸𝑦

• Processes only masked regions, reducing computation time significantly

Pixel-wise Query Network (PQN)

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.
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• Loss functions

▪ Perceptual loss: Measures feature differences in a pre-trained AlexNet

−𝐿per =  σ𝑘 𝜏𝑘 𝐸𝑘 𝐼𝑜 −  𝐸𝑘(𝐼gt

▪ Adversarial loss: Encourages realism in restored regions

−𝐿adv =  𝔼 log 1 − 𝐷 𝐼𝑜 + 𝔼 log 𝐷 𝐼gt

▪ Feature matching loss: Stabilizes GAN training

−𝐿fm = σ𝑖 𝐷𝑖(𝐼gt), 𝐷𝑖(𝐼𝑜)

• Total loss

▪ 𝐿total =  𝜆per𝐿per +  𝜆adv𝐿adv +  𝜆fm𝐿fm

Training Process

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.



21

• Results on Places2 (512×512 to 4096×4096 resolutions)

▪ CoordFill outperforms HiFill, LaMa, and ZITS in PSNR and SSIM

▪ Maintains competitive LPIPS scores

▪ Fastest inference time across all resolutions (e.g., 10ms at 512×512)

Quantitative Results

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

Comparison on Places2 Dataset on different resolutions
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• Visual comparisons with state-of-the-art methods

▪ CoordFill produces sharper textures and consistent colors

▪ Handles large masked regions better than LaMa and ZITS

Qualitative Results

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

Comparison on Places2 Dataset and  Unsplash dataset
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• CoordFill is optimized for high-resolution inpainting

▪ Handles up to 4096×4096 resolutions without memory issues

▪ Processes masked regions only, reducing computational cost

• Speed comparison

▪ Faster than LaMa, ZITS, and HiFill at all resolutions

▪ Example: 14ms for 1024×1024 compared to LaMa (142ms)

• Flexibility

▪ Inference time scales with mask size, enabling efficient partial reconstructions

Efficiency Analysis

1) LIU, Weihuang, et al. Coordfill: Efficient high-resolution image inpainting via parameterized coordinate querying. In: Proceedings of the AAAI Conference on Artificial Intelligence. 2023. p. 1746-1754.

The speed comparison of the proposed method (three different mask ratios) and

the baseline (DownSample + AttFFC + DConv) on the three different resolutions
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