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Background

» Referring Expression Segmentation
= Vision-Language multi-modal task
- Target objectg X| & SHE language expressionO| 0| X|H O|O| X| LHOJ| A S
objectZt= =5l L= segmentation task
= Challenging points
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1) Googleresearch,“Attentionis All You Need ” (NIPS 2017)

Background

Transformer [
= Self-attention
- Ctsequence LIQ| ME CHE QA ES
= Why self-attention
- HEX o= SA|0 AL Its
- HE| HO{ T AAF 749 path length 22

;= Long-term dependency problem S{f &

Mkl

k24 A|7{ $t position2| representationS Al At

;= Global dependency &5

Scaled Dot-Product Attention Multi-Head Attention
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Attention
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1) Googleresearch,“Attentionis All You Need ” (NIPS 2017)

Background

e Transformer [
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Background

e Transformer [
= Decoder

- Masked multi-head self-attention
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- Multi-head cross-attention (non self-attention)

1) Googleresearch,“Attentionis All You Need ” (NIPS 2017)
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1
= Existing methods fail to capture critical object-level information
- Fail to focus on different regions and model their relations
- Does not model the inherent differences between query vectors
;= Still focus on similar regions

= Contrastive Grouping with Transformer (CGFormer) explicitly captures object-level
information via token-based querying and grouping strategy
- Different tokens focus on different visual regions without overlaps

- Cooperate contrastive learning with the grouping strategy
= Consecutive decoder achieve cross-level reasoning

(a) CRIS/ReSTR Visual Featwres | | Initial Tokens
. e Linguistic Features | Query Vectors
Visual T 1 §
—_— Vi ) Eev T il *s Pull Closer " Push Away
Encoder/Decoder , | Binary
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1l

= Group transformer
- Use learnable query tokens to represent object-level information

- Update query tokens by alternately querying the linguistic features and grouping visual
features

:'= Tokens capture the rich object characteristics relevant to the expression

= Use contrastive learning to distinguish the referent token from other tokens

- Maximizing the similarity between the referent token and the expression and minimizing the
similarities between negative pairs

, Consecutive ;
DEfodmg language Language-Token ' Group Transformer Layer
Linguistic Fasture Contrastive Learning !
Referent Token Group Transformer language ' I
Other Tokens ﬁ ~ | | | E Dmpout[ &MLP
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)
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Referring Expression Segmentation

« CGFormer 1]

= Group transformer layer
- Load Block
:'+ Classical cross-attention block
:'+ Preload what linguistic information the query tokens should focus on at the current layer
- Group Block
s+ Interact between vision and language
;' Group visual features from the feature map into linguistic-enhanced query tokens
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1]

= Group transformer layer
- Group Block
== Embed the query tokens T; and the vision feature map D; into a common feature space

;= Calculate the similarities S,,;,.; between every pairwise features of the query tokens T;
and vision features D; (eq.(1))

== Compute the group to assign a segment token to by taking the one-hot operation of it
argmax over all the groups (hard assignment)

v Since the one-hot assignment operation via argmax is not differentiable, adopt a
learnable Gumbel-softmax

v Gradient of S, .. Is equal to the gradient of S, ,,,,,,;, Which makes the Group Block
differentiable and end-to-end trainable

Sgumper = softmax((Spixe; + G)/), G:Gumbel(0,1) distribution (2)

Hard aSSignment - Sonehot = onehot (argmaXN (Sgumbel)) ’ (3)
Smask = (Sonehot)T_Sg(Sgumbel) + Sgumpber » Sg * Stop gradient 4)
T; = MLP(S a5 D)) + T (5)
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1]

= Consecutive decoder

- Previous works model the vision-language interaction at multiple levels in parallel and late
integrate multi-level results

:'+ Fails to perform joint interaction across various levels
- Consecutive decoder performs cross-level reasoning
:'= Jointly updating the query tokens in every two consecutive decoder layers

:'= The two-level cross-modal information will be consecutively propagated in multiple
levels from bottom to up

(a) Parallel Cross-Modal Fusion

@ Concatenztion

= | Tmrtial Tokens
. g
Fuzion %} .
Fuzion [y
Vizion Features @
Languzge Featres
(b) Our Cross-Level Reasoning Jo-—-0
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=
©— T Group Transformer Stage2
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Vision E. el T 7 Group Transformer
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1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1l

= Ablation study
The results of the method 2 and 3 suggest that simply adding tokens cannot boost performance

Grouping strategy cooperated with contrastive loss to make tokens can focus on different
regions

Hard assignment helps to obtain a more refined grouping

Method 7 shows the effectiveness of the consecutive decoder
Compared to method 8, method 7 validates the necessity of the proposed contrastive grouping

Method P@0.5 P@0.7 P@0.9 | oloU

1 | baseline 7531 6148 16.85 | 65.70

2 | l14one token 77.28 6494 19.47 | 66.39

3 | 1+N tokens 7770 6512 19.44 | 66.46

4 | 34grouping 83.94 7209 2343 | 7081

5 | 4+hard assignment 8459 7492 3375 | 72.44

6 | 5+multi-scale 85.80 7631 3535 | 73.28

7 | 5+CD (ours full) 87.23 78.69 38.77 | 74.75

8 | VLT(Swin-B+BERT)" | 83.24 72.81 24.64 | 70.89

9 | w/o cos 85.64 7623 33.96 | 73.37

10 | w/o learnable T 86.14 7699 36.48 | 73.50
” ﬂ"'g' CH &_ﬂ_ Table 3. Ablation study on the validation set of RefCOCO. CD:
6 SOGANG UNIVERSITY Consecutive De.coder. cos: cosine similarity qper_ation. T: learn-

able parameter in Gumble Softmax. Results with * refer to [62].



1) Tang,etal. “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)

Referring Expression Segmentation

« CGFormer 1l

Results 5
a
=
Method RefCOCO RefCOCO+ G-Ref Referlt
etho val test A test B val test A test B val-U test-U val-G test
DMN [10] 1978 | 5483 | 45.13 | 38.88 | 4422 | 3229 - _ 3676 | 52.81 s
MCN [37] 6244 | 6420 | 5971 | 50.62 | 5490 | 44.60 | 4922 | 49.40 . . -
CGAN [36] 6486 | 68.04 | 6207 | 51.03 | 5551 | 44.06 | 51.01 | 5169 | 46.54 - S N - .
mloU | LTS[23] 6543 | 67.76 | 63.08 | 5421 | 5832 | 48.02 | 5440 | 54.25 - - O S la sy
- c = < = r 4 S A m‘
VLT [12] 65.65 | 68.29 | 6273 | 55.50 | 5920 | 4936 | 52.99 | S56.65 | 49.76 - 2 57 d
CRIS[5] 7047 | 73.18 | 66.10 | 6227 | 68.08 | 53.68 | 59.87 | 60.36 , : RO A—— —= 727 1
Our CGFormer | 7693 | 7870 | 73.32 | 68.56 | 7376 | 61.72 | 67.57 | 67.83 | 6579 | 66.42 " second from Ieft cake below candles kb smaller container
RRN [26] 5533 | 57.26 | 53.93 | 3075 | 42.15 | 361l - _ 3645 | 63.63 (c) - -
MAttNet [61] 5651 | 6237 | 5170 | 46.67 | 5239 | 4008 | 47.64 | 48.61 - B . , ' 3 ' S u:ja::i'a
CMSA [67] 58.32 | 60.61 | 55.00 | 4376 | 47.60 | 37.89 § , 39.98 | 63.80 4 T el
CMPC [19] 6136 | 64.53 | 59.64 | 49.56 | 5344 | 4323 . - 49.05 | 65.53 - 5
oloU | LSCM[20] 6147 | 64.99 | 5055 | 4934 | 53.12 | 4350 - - 4805 | 6657 g
CEFNet [14] 62.76 | 65.69 | 59.67 | 51.50 | 5524 | 43.01 | 51.93 . . 66.70
BUSNet [51] 6327 | 6641 | 61.39 | 51.76 | 5687 | 4413 | - - | s036 - Figure 5. Visualization of grouping results for (a) different tokens
ReSTR [25] 6722 | 6930 | 6445 | 5578 | 6044 | 4827 | 5448 . . . o 3
LAVT 7] 7273 | 7582 | 6879 | 62.14 | 6838 | 55.10 | 61.24 | 6209 | 60.50 . (in different colors), (b) the referent token in three stages and (c)
Our CGFormer 74.75 77.30 70.64 64.54 71.00 57.14 64.68 65.09 62.51 73.36 Seg[mntation results Of unseen ObjectS.
Image GT LAVT Ours Image GT LAVT Ours wo CG wo CD

(a) ‘j}‘om‘gnf with blue on next to guy with backpack” (b) “banana in bowl”

N
Y

(c) “man with arm in front of him” (d) “the bear hiding behind pole”

R AT < Visualization results >
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1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES U
- 7| referring expression segmentation®| A{= single target objectZt= X| & St=
language expression2 = -3
- Multi-targetO| L} no-targetOf| C ©F expression2 11 2{ | X| =
- 2 =20Me 22 O|O|E{ A2l generalized referring expression segmentation
(GRES)= X| ¢t
- Single-target, multi-target, no-targetOi| CH 2t expressions& E 2t

- Enhances the model’s reliability and robustness to realistic scenarios where any type of
expression can occur unexpectedly

"Two people
on the far left"

. "Everyone except

” - > " ” 7 H), " ”n . . ”
(1). "The kid in red (2). "All people” (3). "Standing people” (4). (5). the kid in white"

(6). "The kid in blue"

(Empty)

RES |v/| GRES|v||RES x| GRES|v|||RES[x] GRES|v]||RES[X] GRES|v|||RES|X] GRES|v|| | RES[X] GRES|v|

< RES2} GRES H| 1 >

S0GANG UNIVERSITY 14
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1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES [
= Features of multi-target samples
Usage of counting expressions (ex. two people)

;= The model must be able to differentiate cardinal numbers from ordinal numbers
Compound sentence structures without geometrical relation (ex. and, except, with, or)

:'= Require the model to understand the long-range dependencies of both the image and sentence
Domain of attributes (ex. Right lady in blue and kid in white)

== Require the model to have a deeper understanding of all the attributes and map the
relationship of these attributes to their corresponding objects

More complex relationships

;' Require the model to have a deep understanding of all instances and their interactions in the
Image and expression

= Rules for no-target samples to keep the dataset at a reasonable difficulty
- The expression cannot be totally irrelevant to the image
- Theannotators could choose a deceptive expression drawn from other images

R AT n g

SOGANG UNIV iage (8) 1. "The two people ii."Everyone except 1. "The bike and two ii. "The bike that has two

S Image (b) ¥ N
on the far left" the kid in white" ge ( passengers on it" passengers and its driver"



1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES 4

= Overall architecture of the proposed baseline model for GRES

Modeling the interaction among regions in the image

:'= Different from previous works using hard-split, regions are not predefined by using

learnable queries

Outputs : segmentation mask M & no-target label E

For the nt" regions, scalar x?* indicates its probability of containing targets
Region filter Fr is multiplied with the mask features F,, to generate the region mask M,

;= If E is predicted to be positive, the output mask M will be set to empty

¥

BERT

f
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|
F, I

3

_____ B-00-B : Tewsr
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regum-regmn alt region-language att :
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(RIA) Region Filter Fy Pee

o [

Transformer Fj

Mask Features £,

Global
Pooling

[]

]

[}
Region |
Features F. 1
e
1

1

I

________

Region Masks M,

MLP -
P2x ]

A
_ | Weighted

Encoder Hxl = o

H= =P

Sum

No-target Indicator

P=Px] Minimap

Output Mask




1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES 4
= ReLA: ReLAtionship modeling
- Region-Image Cross Attention (RIA)
== Flexibly collects region image features
= Using P? learnable Region-based Queries supervised by the minimap
v Each query corresponds to a spatial region in the image

;= The attention between image feature F; and P? query embeddings Q, is performed to
generate P? attention maps

v A,; gives eachquery a H X W attention map indicating its corresponding spatial
areas in the image

== Making regions represent more fine-grained attributes at the sub-instance level

v Sub-instance representations are desired for addressing the complex relatlonshlp
and attribute descriptions in GRES '

. No-target Indicator
1

i Global

! [ Pooling - L1"
!

1
o Re E=Ra . O : T
: : = = H : : : ; i ;
v ] ) ; i) : A ’ i — 1 : ;
N M3 == \—m : = - et B i Attention {
vl ‘ ) CE = MLP . : :
R Reg{unin;age : - region-language at. ;{eéiaﬁ : o : :
i [ : s o ini i Fj | HweC ;
b E] E[“n D l‘calu’res'!*, Region-Language Cross Attention l‘eau:res'f-r ] P=Px| Minimap i i 0 e :
L i S — RLY S Output Mask i HEETA o
: = MLP . ) Image I I SO ¥ E
' —J Region Filter Fy | pxc ' ; Features - - -
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ' E =
: i J Region-based Queries !
X !
ecode

L
BERT
Fr

"Everyone except the
kid in white"

Mask Features Fy,, Region Masks M, Weighted
HW=C Hx WP | Sum

v
.........................................

Transformer ]
Encoder

< Region-Image Cross Attention >




1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES M

= ReLA: ReLAtionship modeling
- Reglon Language Cross Attention (RLA)

== RIA does not consider the relationship between regions and language information

== Modeling the region-region and region-language interactions

;= Self-attention models the region-region dependency relationships

:'= Cross-attention models the relationship between each word and each region

== MLP fuses the interaction-aware region feature F,.;, language-aware region feature F,.,,

and region image feature F,

"Everyone except the
kid in white"

n S4B TH LD

SOGANG UNIVERSITY
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1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES [
= Ablation study
- Fig. 6 shows the necessity and validity of gRefCOCO on the task of GRES
- DeS|gn options of RIAINn Table 2
== Model #1 makes the global image information less pronounced

= Compared to model #1, model #2 shows the importance of global context in visual
feature encoding

= Model #2 shows the effectiveness of the proposed adaptive region assigning
== Model #3 shows that explicit correspondence between queries and spatial image regions
is beneficial to ReLA

Image RefCOCO

Table 2. Ablation study of RIA design options.

# | Methods P@0.7 P@0.8 P@0.9 cloU gloU
#1 | Hard split, input 63.02 5981 1926 5443 5534
#2 | Hard split, decoder | 70.34 6523 2147 60.08 60.93
#3 | w/o minimap 72.19 6602 2107 6130 62.06
(No Target ) #4 | ReLA (ours) 7420 68.33 24.68 62.42 63.60

"two guys in black jacket"

Image (b) "the bed with red sheet"

Figure 6. Example predictions of the same model being trained on
R A -g- CH &""'IL RefCOCO vs. gRefCOCO.

SOGANG UNIVERSITY 19



1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES M
= Ablation study
- DeS|gn options of RLAIn Table 3

= #1: RLA s replaced by point-wise multiplying region features and globally averaged
language features

:'= #2 shows the validity of region-word interaction modeling
= #3 shows the importance of the region-region relationship
'+ #4 : use the region-region and region-word relationship modeling together

- Number of region P in Table 4
== Smaller P leads to coarser regions, which is not good for capturing fine-grained attributes

= Larger P costs more resources and decreases the are of each region, making relationship
learning difficult

== In Fig.7, each region mask contains not only the instance of this region but also other

instances with Strong relationShipS Table 3. Ablation study of RLA design options.

# | Methods P@0.7 P@0.8 P@09 cloU gloU
#1 | Baseline 69.94  61.10 1938 57.24 5853
#2 | +language att. | 72.03 6542  21.04 59.86 60.53
#3 | +region att. 7352 67.01 2343 61.00 6238
#4 | ReLA (ours) 7420  68.33 2468 6242 63.60

Table 4. Ablation study of Number of Regions
#Regions P@0.7 P@0.8 P@0.9 cloU gloU

’ . > Ix4 6848  60.25 2033 5657 57.01
n M "All three lunch boxes" Predicted Minimap 8§x8 72.36 66.85 23.56  59.74  61.23
il 10 x 10 7420 68.33 2468 6242 63.60

SoGanG Uni < Visualization of region masks & predicted minimap > 19 % 12 J414 6756 5100 6202 €350




1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES M
= Results
- Comparison with SOTARES methods on gRefCOCO in Table 5
=+ Training previous methods on gRefCOCO

== For previous networks, output masks with less than 50 positive pixels are cleared to all-
negative, for better no-target identification

;= Explicit relationship modeling greatly enhances model’s performance

- No- target identification performance in Table 6

== The gRefCOCO does not significantly affectthe model’s targeting performance while being
generalized to no-target samples

:' Adedicated no-target classifier of ReLA is desired
v ReLA-50pix : ReLAwith the no-target classifier disabled
= There are around 40% of no-target samples are missed

v Many no-target expressions are very deceptive and similar with real instances in the

Image Table 5. Comparison on gRefCOCO dataset.
Methods val testA testB Table 6. No-target results comparison on gRefCOCO dataset.
cloU gloU | cloU gloU | cloU gloU
Method val testA testB
MattNet [46] | 47.51 48.24 | 58.66 59.30 | 4533 46.14 ethods N-acc. Tace. | N-ace. Teacc. | N-ace. T-acc.
LTS [15] 5230 52.70 | 61.87 62.64 | 4996 5042
VLT [5] 5251 5200 | 62.19 63.20 | 5052 5088 MattNet [46] | 41.15 96.13 | 44.04 97.56 | 41.32 95.32
CRIS [29] 5534 5627 | 63.82 6342 | 51.04 5179 VLT [5] 47.17  95.72 | 4874 9586 | 47.82 94.66
LAVT [44] 57.64 5840 | 6532 65.90 | 55.04 55.83 LAVT [44] 49.32 96.18 | 49.25 95.08 | 48.46 95.34
VLT+ReLA | 58.65 59.43 | 66.60 65.35 | 56.22 57.36 ReLA-50pix | 49.96 9628 | 51.36 96.35 | 4924 95.02
‘.‘H ggd §- LAVT+ReLA | 6123 6132 | 67.54 6640 | 5824 59.83 ReLA 5637 9632 | 50.02 97.68 | 58.40 95.44
SOGANG UNIVERSITY ReLA (ours) | 6242 63.60 | 69.26 70.03 | 59.88 61.02




1) Liu, Ding, and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Referring Expression Segmentation

« GRES 4

= Results

- In Table 7, ReLA outperforms other methods on classic RES

- Qualitative results

v Showing the strong generalization ability

;= Compound sentence in Image (c)

:'= Counting words and shared attributes in Image (b)

= Multiple targets of the same category or different categories in Image (a)

v Model can understand the excluding relationship

Table 7. Results on classic RES in terms of cloU. U: UMD split. G: Google split.

Methods Visual Textual RefCOCO RefCOCO+ G-Ref
: Encoder Encoder val test A test B val testA  testB val, sty valg)
MCN 3] Darknet53 bi-GRU 62.44 64.20 5071 50.62 54.99 44.69 4922 40.40 -
VLT [5] Darknet53 bi-GRU 67.52 70.47 65.24 56.30 60.98 50.08 54.96 57.73 52.02
ReSTR [21] ViT-B Transformer 67.22 69.30 64.45 55.78 60.44 48.27 - - 5448
CRIS [Y] CLIP-R101 CLIP 70.47 73.18 66.10 62.27 68.08 53.68 59.87 60.36 -
LAVT [41] Swin-B BERT 72.73 75.82 68.79 62.14 68.38 55.10 61.24 62.09 60.50
VLT [¢] Swin-B BERT 72.96 75.96 60.60 63.53 68.43 56.92 63.49 66.22 62.80
RelLA (ours) Swin-B BERT 73.82 76.48 70.18 66.04 7102 57.65 65.00 65.97 62.70
PR s15undka
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Image (c) "Everyone"

"Everyone except the blurry guy”



1) Tang,etal “Contrastive Grouping with Transformer for Referring Image Segmentation” (CVPR 2023)
2) Liu, Ding,and Jiang, “GRES: Generalized Referring Expression Segmentation” (CVPR 2023)

Conclusion

« CGFormer 1]

= Contrastive Grouping with Transformer (CGFormer) achieves object-aware cross
modal

= Consecutive decoder achieves cross-level reasoning

« GRES [

= Anew benchmark, called Generalized Referring Expression Segmentation (GRES),
allows an arbitrary number of targets in the expressions

= Abaseline ReLA for GRES explicitly model the relationship between different image
regions and words

5 ST THBED

SOGANG UNIVERSITY 23



	기본 구역
	슬라이드 1: Referring Expression Segmentation
	슬라이드 2: Outline
	슬라이드 3: Background
	슬라이드 4: Background
	슬라이드 5: Background
	슬라이드 6: Background
	슬라이드 7: Referring Expression Segmentation
	슬라이드 8: Referring Expression Segmentation
	슬라이드 9: Referring Expression Segmentation
	슬라이드 10: Referring Expression Segmentation
	슬라이드 11: Referring Expression Segmentation
	슬라이드 12: Referring Expression Segmentation
	슬라이드 13: Referring Expression Segmentation
	슬라이드 14: Referring Expression Segmentation
	슬라이드 15: Referring Expression Segmentation
	슬라이드 16: Referring Expression Segmentation
	슬라이드 17: Referring Expression Segmentation
	슬라이드 18: Referring Expression Segmentation
	슬라이드 19: Referring Expression Segmentation
	슬라이드 20: Referring Expression Segmentation
	슬라이드 21: Referring Expression Segmentation
	슬라이드 22: Referring Expression Segmentation
	슬라이드 23: Conclusion


