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[1] Liu, Wen, et al. "Future frame prediction for anomaly detection—a new baseline." (CVPR, 2018)

Background

* Anomaly Detection (AD)

- Anomaly detection datasets
- CIFAR-10 vs SVHN (or LSUN, CelebA, etc.)
- [1] ShanghaiTech-AD dataset

In-distributian Qut-of-distribution

Datasets
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[1] Bergmann, Paul, et al. "MVTec AD--A comprehensive real-world dataset for unsupervised anomaly detection.” (CVPR, 2019)

Background

* Anomaly Detection (AD)

- Anomaly detection datasets
- [1] MVTec-AD dataset
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* Anomaly Detection (AD)

- AUROC (Area Under Receiver Operating Characteristic curve)
- As threshold grows along the anomaly score axis, TPR (TP/TP+FN) and FPR (FP/FP+TN) decrease
:'= AUROC 1s the area under the ROC curve
- The more two classes are separated, higher AUROC
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Background

* Anomaly Detection (AD)
- Methodologies

[1] Ruff, Lukas, et al. "Deep one-class classification.” (ICML, 2018)

- [1] Deep-SVDD (Support Vector Data Description)

'+ Jointly learns the network parameters W together with minimizing the volume of a data-enclosing
hypersphere in output space F

= Deep SVDD was trained to extract a data-dependent representation, removing the need to choose
an appropriate kernel function by hand

= At test time, the distance between the representation of the input and the center is used as an

anomaly score

EHVDD = Z ”ft?[xi} - c”j
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[1]Yi, et al. "Patch svdd: Patch-level svdd for anomaly detection and segmentation.” (ACCV, 2020)

Background

* Anomaly Detection (AD)

- Methodologies
- [1] Patch-SVDD (Support Vector Data Description)
;= Patch-SVDD extends Deep-SVDD to a patch-wise detection method
v Patch-SVDD performs inspection on every patch to localize a defect

:'= Mapping all the features of dissimilar patches to a single center and imposing a uni-modal cluster
weaken the connection between the representation and the content

'+ To deal with this, the encoder was trained to gather semantically similar patches by itself

Lsvpp = Z | fo(pi) = fa(pir)ll5

Deep SVDD
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[1]Yi, et al. "Patch svdd: Patch-level svdd for anomaly detection and segmentation.” (ACCV, 2020)

Background

* Anomaly Detection (AD)

- Methodologies
- [1] Patch-SVDD (Support Vector Data Description)
;= Patch-SVDD stores all the representation of the galleries’ (training dataset)

' At test time for every patch p with a stride S within test image x, the L2 distance to the nearest
normal patch in the feature space is then defined to be its anomaly score

Agatch(p} = min ||fﬂ{p:| - fﬂ[pnnrmal}“Q
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[1] Dinh, et al. "Density estimation using real nvp." (ICLR, 2016)
[2] Dinh, Laurent et al. “NICE: Non-linear Independent Components Estimation.” (ICLR, 2015)

Background

 [1] Normalizing Flows (Real-NVP)

- Basic Idea
- [2] “a good representation is one in which the distribution of the data is easy to model”
- Find transformation h = f(x) of the data into a new space such that the resulting distribution factorizes

;= Each distribution H; should be independent, and could be any parametric distribution
(ex. Gaussian, Poisson)

= The transformation f is easily invertible, and the dimension of h is same as the dimension of x

Data space A’ Latent space Z

Inference
I~ pPx

z=f(x)

pu(h) =[] pa.(ha).
o

Generation 4
&~ Pz F b .

z=f"(2)
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[1] Dinh, et al. "Density estimation using real nvp." (ICLR, 2016)

Background

 [1] Normalizing Flows (Real-NVP)

= Change of variable formula

- The likelihood of a datapoint at the feature space could be written with the following change of
variables formula

af(x) h~ pu(h)
dx - x= f~'(h)

px(x) = pr(f(x))|det

s> Given an arbitrary distribution py (x), likelihood at a datapoint x" is px(x")

af (x)

ox

det

log px(x) = logp,(f(x)) +|log

- If a random variable H follows a Standard Gaussian distribution, h~N(0, 1)
_1 1
pu(h) = (2m) Zexp( 5 h?

- Log-likelihood of py (h) is just a L2 distance of the datapoint on the latent space

- Now, all that matter is the log determinant of the Jacobian (red box)
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[1] Dinh, et al. "Density estimation using real nvp." (ICLR, 2016)

Background

 [1] Normalizing Flows (Real-NVP)

- Computational complexity of determinant of the Jacobian

- However, the complexity of computing the determinant of the Jacobian is a major drawback

= Determinant of the triangular matrix

- The determinant of an upper (or lower) triangular matrix 1s the product of the main diagonal entries
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[1] Dinh, et al. "Density estimation using real nvp." (ICLR, 2016)

ZTd41:D = Ud41:D - €XP(Qa+1:0) + |

transformed
distribution | X; | X, || X4

Background ‘ ‘

 [1] Normalizing Flows (Real-NVP)
base

- Affine coupling layer distribution | Uy | Uy || U

- For the sake of easy determinant of the Jacobian, a special transform was proposed, coupling layer
Yi:d = T1:d
Yda+1:D = Tas1-p O exp (s(xy.q)) + t(x1.4)
-+ s and t stand for scale and translation, and are functions from R — RP~% (MLP)

- With this type of transformation, the determinant of the Jacobian will be a lower triangular matrix

f]r_,r B , ]]d 0
ArT %{Lﬁ diag ( exp [s(x1.4)] )

- And eventually, log-determinant of the Jacobian is . ; s(X1.q4)

af (x)

ox

det

log px(x) = logp,(f(x)) +|log
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Background

 [1] Normalizing Flows (Real-NVP)

- Combining coupling layer

[1] Dinh, et al. "Density estimation using real nvp." (ICLR, 2016)

- Although coupling layers can be powerful, their forward transformation leaves some components

unchanged

- By sequentially attaching the coupling layers, overall network’s representation power grows

\ Y
Zg ~ PD(ZU)
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)
[2] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Detection of anomalies via the usage of likelithoods provided by a normalizing flow on multi-
scale image features with multi-transform evaluation

- Anomaly localization without training labels, the necessity of any pixel-wise optimization and
sub-image detection

* [2] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

= Proposed to use conditional normalizing flows for unsupervised anomaly detection with
localization using computational and memory-efficient architecture
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Detection of anomalies via the usage of likelithoods provided by a normalizing flow on multi-
scale image features with multi-transform evaluation

- Anomaly localization without training labels, the necessity of any pixel-wise optimization and
sub-image detection
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)
[2] Dinh, el al. "Density estimation using real nvp." (ICLR, 2016)
[3] Kirichenko, el al. "Why normalizing flows fail to detect out-of-distribution data." (NeurlPS, 2020)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)
- DifferNet is a density estimation-based network using [2] Real-NVP
- Density estimation of image features y & Y from the anomaly-free training images x € X
- DifferNet uses an ImageNet pretrained feature extractor which is not further optimized
- There have been [3] studies showing that it cannot be effectively applied to data of high dimensionality

- As there are many defects with variable scales in MVTec-AD dataset, DifferNet uses a multi-scale
feature extractor

- DifferNet also used image transforms such as rotation.
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

What is learned from the network is a transformation from the feature space to the latent space
- Training is done in a way that maximizes the likelihood for extracted features y

- According to the change-of-variable formula, this problem could be described as maximizing
0z
det r}— .
]J > Log-likelihood
det —
Ay
E |'3

Negative log-likelihood &
- b MVG modeling z~N (0, 1)
2 = log |det —

dy

py(y) = pz(z)

Simple MLE! log py (y) = log pz(z) + log

Liy) =

- The first term (in the red box) of the loss function forces NF to map all y as close as possible to z=0

- The latter term (in the blue box) penalizes trivial solutions (all points are mapped into z=0)

- Thanks to the tractability of the determinant of the Jacobian, it is easy to calculate the exact
log-likelihoods in the feature space (logp, (y))
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Likelihoods are directly used as a criterion to classify a sample as anomalous or normal
T{Jr] =Er.eT [— 1'—%Pz{.erF[fux[Tf[f}'”}]-

- At test time, multiple transformations are used to get a robust anomaly score T(x)

;= Rotations or manipulations of brightness and contrast

- An image is classified as anomalous if the anomaly score t(x) is above the threshold value 6 where
A(x) = 1 indicates an anomaly
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)

A

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Image-level AUROC in % for detected anomalies of all categories of MVTec AD

AU
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Category GeoTrans | GANomaly | DSEBM | OCSVM | 1-NN | DifferNet
[10] 1] (30] 21 | [21] | (ours)
Grid 61.9 70.8 717 41.0 55.7 84.0
Leather 84.1 842 41.6 88.0 90.3 97.1
Tile 41.7 79.4 69.0 87.6 06.9 99.4
Carpet 43.7 69.9 41.3 62.7 81.1 92.9
Wood 61.1 83.4 95.2 05.3 934 99.8
Bottle 74.4 892 B1.8 99.0 98.7 99.0
Capsule 67.0 73.2 59.4 54.4 71.1 86.9
Pill 63.0 74.3 80.6 729 8317 B8.8
Transistor 86.9 79.2 74.1 56.7 75.6 91.1
Zipper 82.0 74.5 584 51.7 88.6 95.1
Cable 78.3 759 68.5 80.3 885 95.9
Hazelnut 359 78.5 76.2 91.1 979 99.3
Metal Nut 8.3 70.0 67.9 61.1 76.7 96.1
Screw 50.0 74.6 999 74.7 67.0 96.3
Toothbrush 97.2 65.3 78.1 61.9 91.9 98.6
Average 67.2 76.2 70.9 71.9 83.9 94.9
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)
[2] Yibin, el al. “Surface defect saliency of magnetic tile.” (TVC 2020)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Anomaly detection results on [2] Magnetic Tile Defects dataset
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[1] Rudolph, Marco et al. “Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing Flows.” (WACV, 2021)

Anomaly detection with Normalizing Flows

* [1] Same Same But DifferNet: Semi-Supervised Defect Detection with Normalizing
Flows (WACV 2021)

- Anomaly localization could be done with propagating the negative log-likelihood back to the
input image x
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[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)

Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Proposed to use conditional normalizing flows for unsupervised anomaly detection with
localization using computational and memory-efficient architecture
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[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)
[2] Dinh, el al. "Density estimation using real nvp." (ICLR, 2016)

Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)
- CFlow also uses an ImageNet pretrained feature extractor which is not further optimized

- One difference with DifferNet is that CFlow uses multi-scale features from the encoder’s pyramid
pooling layers

= Cflow performs anomaly localization with a variation of the [2] Real-NVP, namely,
conditional flow
- Conditional vector ¢; 1s a 2D form of conventional positional encoding (sinusoidal)

;= Conditional vector gives spatial information of each feature vector to the CFlow decoder
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[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)
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Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Training procedure is same as DifferNet

- Maximizing the likelihoods of the features in the feature space

L(0) = Ep,5,0)[Dklrz(3)Dz(2,0) 1]
R > Injecting conditional vector
L(O) = Ep,(z.6) [D.[pz(2)|IPz (2, ¢, 0)]]

N 3 | |
1 ; , MCMC approximation
~ A__ Z |: ”uzil 2 _ 1{_}5_1‘ |(1{?t J, j| + conslt pp

1=1

'+ 4 1s the index of each training dataset

- All K scale CFlow decoders are trained



[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)
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Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Anomaly score for each pixel 1s also directly computed with the likelihoods at the latent space

B ||u1||:1 + Dlog(27)
2

log pz(zi,ci,0) = + log |det J;|

- Here, p, (z, c, 5) 1s the likelihoods of transformed feature vectors (F — Z)

i bz(2,¢,8) = pz(3)det ]|
- After calculating all the log-likelihoods for each pixel, normalize them to be in [0 : 1] range

;= Constructing anomaly maps for each scale is finished
- Up-sample all the anomaly maps into the input image resolution using bilinear interpolation

= The final anomaly score map is made by aggregating all the anomaly score maps



[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)
[2] Ardizzone, Lynton, et al. "Guided image generation with conditional invertible neural networks.” (arXiv 2019)

Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)
- CFlow learns every patch’s (effective receptive field in the input image) distribution
- Which is like the Patch-SVDD
- However, Patch-SVDD stores every trained representation, this makes difference in speed, memory usage

- CFlow followed [2] a study that concatenates the intermediate vectors inside decoder coupling
layers with the conditional vectors

- Conditional vector gives spatial information of each feature vector to the CFlow decoder

aut

| pile . VoS



Anomaly detection with Normalizing Flows

[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Experimental results (pixel level AD AUROC on the MV Tec-AD dataset)

Encoder | WRNS0  WRNS0 WRN50 WRNS0 WRN30 | R18 R18 | MNetV3  MNetV3i
#ofCL | 4 — 8 8 8 8 | 8 8 | 8 8
#of PL | 2 2 — 3 3 3 | 3 3] 3 3

HxW | 256 256 256 — 512 512 | 256 —» 512 256 — 512

Type | CFLOW CFLOW CFLOW CFLOW — UFLOW | CFLOW  CFLOW | CFLOW CFLOW
BUIT.].E 9?.281']\." 9?.24J_mn 98.?6_{uu1 98.98;th|| 98.83;uu| 98.4?5!.% 98.64;«.1.. 98?4 98.92
Cable 957 o 96171000 9764100 97125006 95292000 | 96752000 96.07 2006 97.62 97.49
CEIPSLI.'E 98.1 -J"J_mlz O8. lgiuui 98.98_{uul 98.64;m-: 98.40 002 98.62;n|.ﬂ2 98.28;&“5 93.89 98.75
Ca.rpel 98.50+00m 98.55 +0m 99.2310m 99,25 00 9924 0w | 99.0010m 99.29.0m 08.64 99.00
Gl'ld. 93.T?iml‘ 93.881u 16 gﬁ.ggiuuz 98.99;m-: 98.?4;mm 9395 i 98.53;u.||| 94?5 98.81
Hazelnut O8.08 10m OF. 13 0m 98.8240m 98.89 00 O8.88am 98.81 100 98.41 +0m OF.88 99.00
Leather 9892000 99.00400  99.6] +am 996600 99.6510m | 99.4510m 99.51 1002 99.50 99.604
Metal Nut | 96.72:0m  96.72100  98.56100 98 25:000 9816100 | 97.592000s 9642100 98.36 98.78
Pill 9846400 9846000 9895100 9B 52i00s 9820200 | 98341000 9780100 98.69 98.44
Screw 9498400 9528100 98101005 9886002 98 T8icw | 9738100 98.40200 98.04 99.09
Tile 9552400 9560100 97.T7lioe  98.01i0m 9798100 | 95102002 95802000 96.07 96.48
Toothbrush | 98.02.10m  97.98+10m 985610 98.93:0m  98.89:10m | 984402 99.00200 98.09 98.80
Transistor 93.0910: 04,0500 93.28. 00 80521013 T6.281014 92,71 +02s 83340 97.79 95.22
Wood 90.654000 90591000 9449100 96,6500 9656200 | 9351100 9500200 92.24 94.96
Zipper 96.801!:@ 97.01 4008 98.41 i) 99.08;- o2 99.06 041 97.71 +0.06 98.98;|u|| 97.50 99.07
Average | 96.31 96.46 97.87 97.36 96.86 | 97.06 96.90 | 97.59 98.16
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[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)

A

Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Experimental results (comparison with other AD models (AUROC, AUPRO))

Task | Localization Detection | Localization
Encoder | ResNet-18 | EffNetB4 | WideResNet-50
Class/Model | CutPaste  Qurs | CutPaste Ours CutPaste  Ours | SPADE PaDiM Ours
Bottle 97.6 98.04 98.3 100.00 100.0 100.0 | (98.4,95.5) (98.3.94.8) (98.98, 96.80)
Cable 90.0 96.75 80.6 97.62 06.2 07.59 | (97.2,909) (96.7,88.8) (97.64, 93.53)
Capsule 97.4 98.62 96.2 93.15 05.4 07.68 | (99.0,93.7) (98.5,93.5) (98.98, 93.40)
Carpet 98.3 99.29 93.1 98.20 100.0 O8.73 | (97.5,94.7) (99.1,96.2) (99.25, 97.70)
Grid 97.5 98.53 999 98.97 99,1 00.60 | (93.7.86.7) (97.3,94.6) (98.99, 96.08)
Hazelnut 97.3 98.81 97.3 99.91 099 0098 | (99.1.954) (98.2,92.6) (98.89, 96.68)
Leather 99.5 99.51 100.0 100.00 100.0 100.0 | (97.6,97.2) (98.9,88.8) (99.66, 99.35)
Metal Nut 93.1 97.59 99.3 98.45 08.6 0926 | (98.1,944) (97.2,85.6) (98.56,91.65)
Pill 095.7 98.34 924 93.02 033 96.82 | (96.5,94.6) (95.7,92.7) (98.95, 95.39)
Screw 06.7 98.40 86.3 85.94 86.6 01.89 | (98.9.96.0) (98.5,94.4) (98.86,95.30)
Tile 90.5 95.80 934 98.40 09.8 0088 | (87.4,759) (94.1,86.0) (98.01, 94.34)
Toothbrush 98.1 99.00 98.3 99.86 90.7 0965 | (97.9,93.5) (98.8,93.1) (98.93, 95.06)
Transistor 93.0 97.69 95.5 93.04 97.5 0521 | (94.1,874) (97.5,84.5) (97.99, 81.40)
Wood 95.5 95.00 08.6 98.59 99.8 00.12 | (88.5.974) (94.9,91.1) (96.65, 95.79)
Zipper 99.3 08.98 99 4 96.15 99.9 O848 | (96.5,92.6) (98.5,95.9) (99.08, 96.60)
Average | 96.0 98.06 95.2 96.75 97.1 98.26 | (96.0,91.7) (97.5,92.1) (98.62, 94.60)
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[1] Gudovskiy, Denis et al. "Cflow-ad: Real-time unsupervised anomaly detection with localization via conditional normalizing flows." (WACV, 2022)

Anomaly detection with Normalizing Flows

* [1] CFLOW-AD: Real-Time Unsupervised Anomaly Detection with Localization via
Conditional Normalizing Flows (WACV 2022)

- Experimental results (anomaly localization results)
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Thank you for listening
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