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Introduction
• Usage of depth estimation
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• 3D Scene Reconstruction • 3D Scanning

• Autonomous Driving

• AR



 

  

Introduction
• Two-view Stereo

• It is similar to Human vision system Fuses a pair of images to get sensation of depth.
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Left Right Disparity

Reconstruction
(Reprojection)

Depth cue loss due to many factors such 
as occlusion from difference viewpoint, 

reflection, textureless and others.



 

  

Introduction
• Multi-view Stereo

• Interrupted by Occlusion, Non-Lambertian, Reflection, textureless…etc.

• Number of view-points 🡪 Sparse?

• Is deep learning-based model always better than traditional MVS algorithm?
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Introduction
• Quality difference between using 3 or 4 images to reconstruct each 3d points.

▪ Camera Poses were extracted by Structure-from-Motion(SfM).

▪ Dense 3D scene was reconstructed by MVS method.
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Input images Using 3 images Using 4 images



 

  

Background
• Stereo Matching
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Rectification
(with Homography)
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Rectified



 

  

Background
• Feature(key points) descriptors

• Harris Corner Detector

• Traditional Method since 1988.

• Invariant for translation, illumination and rotation.

• Variant for scaling.

• Move fixed size window with 1 px

• Compute SSD(Sum of Squared Difference) each state and define locally maximum min(E) as “Corner”.
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Moving windows

 



 

  

Background
•  
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Matching example with SIFT

Scale Space

DoG Computation

Removing bad key points



 

  

Background
• Feature(key points) Matching

• Brute Force Matcher

• In BF Matcher, we have  to match descriptor of all features in an image to descriptors of all features 
in another image.

• It is extremely expensive, however, doesn’t guarantee getting an optimal solution.

• RANSAC (RANdom Sample Consensus)

• Randomly choose some samples and make a model with them.

• Compute distance and count the number of samples which loss is lower than threshold.

• Select a model which has the maximum number of consensus iteratively.
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L2 quadrature Regression RANSAC



 

  

Background
•  
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Epipolar Geometry



 

  

Background
•  
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planar surface and image plane viewed by two camera positions rotating camera and image stitching



 

  

Background
•  
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Composite homography after Plane-sweep 

Comparison of Various Stereo Vision Cost Aggregation Methods : https://www.ijeit.com/vol%202/Issue%208/IJEIT1412201302_45.pdf

Visualization of plane sweeping



 

  

MVSNet (ECCV2018)
• Standard Multi-view Stereo Network for 3D reconstruction
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Inferred depth map Filtered depth map GT depth map Reference image Fused point cloud GT point cloud

Results of MVSNet for DTU Dataset

Illustration of inferred depth map, Probability distributions and probability Map

MVSNet Architecture



 

  

MVSNet (ECCV2018)
•  
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CVP-MVSNet (CVPR2020 Oral)
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• Network Structure

• Contribution

▪ Computational efficient depth inference network for MVS.

▪ Cost volume pyramid in a coarse-to-fine manner.

▪ 6x-faster than current SOTA & better accuracy.
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CVP-MVSNet (CVPR2020 Oral)
•  
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CVP-MVSNet (CVPR2020 Oral)
•  
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CVP-MVSNet (CVPR2020 Oral)
•  
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Qualitative results of scan 9 of DTU dataset.



 

  

PatchmatchNet (CVPR2021 Oral)

• Network Structure

▪ Refrain from parameterizing the per-pixel hypothesis as a slanted plane.

▪ Instead, adaptive evaluation was used to organize the spatial pattern within the window over 
which matching costs are computed.

• 3-steps in Learning-based Patchmatch

1. Initialization and Local Perturbation: generate random hypotheses.

2. Adaptive propagation: propagate hypotheses to neighbors.

3. Adaptive evaluation: compute the matching costs for all hypotheses, choose best solutions.
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At only Stage 3, random depth 
hypotheses in initialization are used.



 

  

PatchmatchNet (CVPR2021 Oral)
•  
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PatchmatchNet (CVPR2021 Oral)
•  
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(a) reference image
(b) Fixed sampling locations
(c) Adaptive sampling locations

object boundary

textureless area

Illustration of the sampling locations in 3x3 standard and deformable 
convolutions.



 

  

PatchmatchNet (CVPR2021 Oral)
•  
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PatchmatchNet (CVPR2021 Oral)
•  
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object boundary textureless area

Visualization of adaptive propagation of two typical situations

Cost volume regularization schemes
(d) Captures context in all dimensions by using 3D CNN

(a) reference image
(b) Fixed sampling locations
(c) Adaptive sampling locations



 

  

PatchmatchNet (CVPR2021 Oral)
• Performance
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Results on DTU’s evaluation set (lower is 
better)Comparison with SOTA learning based MVS methods

Relating GPU memory and run-time to the input resolution Visualization of pixel-wise view weight on a scene from ETH3D


