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Introduction
• Data and Deep learning
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“The analogy to deep learning is that the rocket engine is the deep learning models and 

the fuel is the huge amounts of data we can feed to these algorithms.”

-Andrew Ng-



Introduction
• Data and Deep learning

▪ Limitation

− Annotation cost

҉ Labels(classification) : COCO[1] 

118K images → 11.1K hours

҉ Masks(instance segmentation) : 

COCO[1] 

860K masks → 30.0K hours

҉ Captions(image captioning) : 

nocaps[2] 

118K images → 6.5K hours

− Privacy

҉ Medical image, industrial image, 

etc.
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“Hard to get data”

“Unsatisfactory data”



How to deal with?
• Data limitation

▪ Learning strategy 

− Semi-supervised, unsupervised, etc.

▪ Data augmentation

− Data mixing, affine transform, etc.
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Labeled data proportion for each learning strategies

Examples of data mixing



How to deal with?
• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

▪ Motivation

− Annotation of 3D human pose estimation is implemented using ‘motion capture’

҉ Hard to get data → Low diversity → Hard to generalize to new datasets

− Offline-manner augmentation has limitation about data diversity

҉ Bio-mechanical rules → many pre-defined rules

▪ Contribution

− Differentiable(online) augmentor that generates diverse data

− By using discriminator, the augmentor generates realistic data

− 3D pose estimation network became to get better generalization 

property as well as improve its performance
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Examples of 3D human 

keypoint dataset



How to deal with?
• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

▪ Background

− 1-stage method

− 2-stage method
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ℝ 𝐽×2 → ℝ 𝐽×3



How to deal with?
• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

▪ Background

− KCS(kinematic chain space)

҉ Transform method between 3D keypoint coordinate and bone vector

✓𝒃𝑘 = 𝒑𝒓 − 𝒑𝒕 = 𝑿𝒄, 𝒄 = (0, …, 0, 1, 0, …, 0, -1, 0, …., 0)𝑻

✓3D pose → 𝑿 ∈ ℝ3×𝑗, bone vectors 𝑩 ∈ ℝ3×(𝒋−𝟏) = (𝒃1, 𝒃𝟐, … , 𝒃𝒋−𝟏)

҉ Decomposition of bone vectors 𝑩

✓෡𝑩(∈ ℝ(𝑗−1)×3) : unit vectors of bone vectors → angle information 

✓ 𝑩 (∈ ℝ(𝑗−1)×1) : L2 norm of each bone vector → length information

҉ Inverse conversion to 3D keypoints coordinates

✓𝑿 = Ф−𝟏(𝑩)
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How to deal with?
• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

▪ Method

− Pipeline

҉ Formulation

҉ Feedback loss
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𝑚𝑖𝑛𝜃𝑚𝑎𝑥𝜃𝐴𝐿𝑃(𝑃𝜃 , 𝐴𝜃𝐴(χ)),
where 𝑃: 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛 𝑛𝑒𝑡𝑤𝑜𝑟𝑘, 𝐴: 𝑎𝑢𝑔𝑚𝑒𝑛𝑡𝑜𝑟, 𝐿𝑃: 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑜𝑛, χ: 𝒙, 𝑿 ↔ 2D, 3D pair

Overview of framework

𝐿𝑓𝑏 = 1.0 − exp[𝐿𝑃 𝑿′ − 𝛽𝐿𝑃(𝑿)] , 
where 𝑿′ represents the augmented data



How to deal with?
• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

▪ Method

− Augmentation

҉ BA operation

✓
෡𝐵′ = ෠𝐵 + 𝛾𝑏𝑎, 𝛾𝑏𝑎 ∈ ℝ3×(𝒋−𝟏)

҉ BL operation

✓ 𝐵′ = 𝐵 × (1 + 𝛾𝑏𝑙), 𝛾𝑏𝑙 ∈ ℝ1×(𝒋−𝟏)

҉ RT operation

✓𝑋′ = 𝑅 Ф−𝟏 𝑩′ + 𝒕

҉ Augmentation loss
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How to deal with?

▪ Method

− Discriminator

҉ Aim : To ensure the pose plausibility 

without sacrificing the diversity

҉ Loss : LS-GAN loss

҉ Part-aware KCS – 3D & 2D

✓𝐾𝐶𝑆𝑙𝑜𝑐𝑎𝑙
𝑖 = ෡𝑩𝒊

𝑻෡𝑩𝒊

→ encapsulate the inter 

joint angle information

✓Torso, left arm, right arm, left 

leg, right leg 

→ 5 part
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• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)



− Cross dataset scenario

How to deal with?

▪ Results

− Diversity

− Performance improvement
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• “Small” diversity of data – PoseAug[3] (CVPR 2021, Oral)

Original data Offline aug.[4] PoseAug[3]



How to deal with?
• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

▪ Semi-Supervised Learning(SSL)

− Utilize unlabeled data to improve model performance

҉ ‘Self-training’ is used widely in classification task

▪ Problem

− Model trained via SSL performs poorly on class-imbalanced data

҉ Mainly due to low recall on the minority class

− Pseudo-labels generated by a biased model trained are problematic

▪ Assumption

− Labeled and unlabeled have same distribution

҉ Similarly imbalanced

− Test-set is a class-balanced dataset 
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Self-training method



How to deal with?
• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

▪ Motivation

− Performance of the majority class is better? “Partly True”
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Recall & Precision for SSL model, 

class index is sorted by the number of examples in descending order

“The model is conservative in classifying samples into minority class, 

but once it makes such a prediction we can be confident it is correct.”



How to deal with?

▪ Contribution

− Original training method

1. Train on the labeled set

2. The model’s predictions are used 

to generate pseudo-label set

− Modified training method

1. Train on the labeled & unlabeled 

set

2. The model’s predictions are used 

to generate pseudo-label set 

stochastically(𝝁𝒍)

15

• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

𝜇𝑙 = (
𝑁𝐿+1−𝑙

𝑁1
)𝛼 ,

where 𝛼 is constant



How to deal with?

▪ Contribution

− Background

҉ 𝑦 ∈ {1, 2,… , 𝐿} : represents class index

҉ 𝑢 ∶ unlabeled data sample

҉ 𝑝 𝑦 : labeled set’s class distribution → target distribution

҉ ෤𝑝 𝑦 : moving average of the model’s prediction on unlabeled examples

҉ 𝑞 = 𝑝 𝑦 𝑢; 𝑓 : probability that the unlabeled sample u belongs to y

− Distribution Alignment(DA)

1. 𝑞 ∗=
𝑝(𝑦)

෤𝑝 𝑦

✓ Induce ෤𝑝 𝑦 to have similar distribution with p(y)

2. ෤𝑞 = 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑞 ∗
𝑝 𝑦

෤𝑝 𝑦
, 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑥)𝑖 = ൗ

𝑥𝑖
σ𝑗 𝑥𝑗

✓ Form a valid probability distribution
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• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

Distribution alignment



How to deal with?

▪ Contribution

− DA with temperature scaling

҉ Use 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒(𝑝(𝑦)𝑡) instead of 𝑝(𝑦), 𝑡 ∈ (0, 1)

҉ Strategy to change the value of t

✓Low t makes the distribution smoother and balanced

✓If t is too low, however, distribution is overly smoothed: wrong pseudo-labeling

✓Decrease t over generations: Both high precision of the minority class in early 

generations, and stronger class-rebalancing in late generations
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• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

Graphs of 𝑦 = 𝑥𝛼 Accuracy over different t



How to deal with?

▪ Results

− The effectiveness of the two contribution

− Per class performance
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• “Small” in some classes: data imbalance while SSL – CReST[5] (CVPR 2021)

𝛽: Ratio of labeled data

𝛾: Imbalance ratio ൗ𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑜𝑠𝑡 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑜𝑠𝑡 𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦 𝑐𝑙𝑎𝑠𝑠



How to deal with?
• Just “Small” – Knowledge Evolution(CVPR 2021, Oral)[6]

▪ Motivation

− Training on a small dataset is challenging. WHY?

҉ Some parameters are redundant and enable overfitting on a small dataset

− Need to do zero-mapping(ex: weight decay)

҉ Reduce the complexity of the network
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“Knowledge Evolution”



How to deal with?
• Just “Small” – Knowledge Evolution(CVPR 2021, Oral)[6]

▪ Method

1. Make a binary mask with sparsity ratio 𝑠𝑟

2. Initialize the network N with random parameters

3. Train the network 𝑁𝑖 (i th generation)

4. Separate the network 𝑁𝑖 → 𝐻𝑖
∆, 𝐻𝑖

∇

5. Remain 𝐻𝑖
∆ unchanged; re-initialize 𝐻𝑖

∇; i ← i + 1

6. Repeat 3-5 while i <= g

20

Network

Mask

train

multiply separate

fit-hypothesis

𝐻𝑖
∆

reset-hypothesis

𝐻𝑖
∇

unchanged re-initialize × 𝒈

𝑠𝑟

How to make a mask?

1. WEight-Level Splitting (WELS)

1. Similar as weight pruning

2. Advantage : applicable to any 

computations(CNN, FC, etc.)

3. Disadvantage : can’t split the fit-

hypothesis(𝐻∆) when inferencing

2. KErnel-Level Splitting(KELS)

1. 𝐶𝑜 × 𝑘 × 𝑘 × 𝐶𝑖 →
𝑠𝑟ڿ × 𝐶𝑜ۀ × 𝑘 × 𝑘 × 𝑠𝑟ڿ × 𝐶𝑖ۀ

2. Advantage : can split the fit-

hypothesis(𝐻∆) when inferencing

3. Disadvantage : applicable to 

only CNN



How to deal with?
• Just “Small” – Knowledge Evolution(CVPR 2021, Oral)[6]

▪ Method

− Zero-mapping?
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Absolute values inside 𝐻∆ and 𝐻𝑖
∇ Evaluation on CUB_200[7] 

Table. Small amounts of data



How to deal with?
• Just “Small” – Knowledge Evolution(CVPR 2021, Oral)[6]

▪ Results

− Classification

22

Table. Small amounts of data

Based on KELS, 𝑠𝑟 = 0.8

Based on WELS, 𝑠𝑟 = 0.7

Based on KELS, 𝑠𝑟 = 0.8



How to deal with?
• Just “Small” – Knowledge Evolution(CVPR 2021, Oral)

▪ Connection

− DSD[8]?

҉ Special case of ‘Knowledge evolution’

✓Re-initialize randomly instead of using 0

• Bad for kernels

✓DSD is done for only one generation
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Table. Based on WELS.

Training approach of DSD[8] 



Summary
• About small amounts of data

▪ Lack of diversity

− Differentiable augmentor

▪ Data imbalance while semi-supervised learning

− Data re-balancing

▪ Overfitting when training on a small dataset

− Zero-mapping

− Iterative learning
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