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Introduction
• Stream of Depth Estimation and 3D reconstruction

1. Camera parameter & pose 

- Structure-from–motion revisited. 2016. IEEE Conference on Computer Vision and Pattern 

Recognition(CVPR)

2. Depth map 

- Extreme View Synthesis.2019.IEEE/CVF International Conference on Computer   

Vision(ICCV)

- DPSNet:End-to-end Deep Plane Sweep Stereo.2019.Computer Science

3. Both

- DeepSFM: Structure from motion via deep bundle adjustment. published in ECCV 2020
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Background
1. Stereo Image

4

Different photos taken from different locations 

are required to restore missing distance 

information



Background
• Disparity(시차)
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The difference in position on the x-axis 

Is called ‘disparity’



Background
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3. Multi-View Stereo

Stereo matching (2-view)

Input >= 3 images and camera poses

Output: Depth map to point cloud 

2. Stereo matching

By stereo matching, disparity is 

computed.



Background
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4. Rectification

Matching epipolar lines parallel is called 

rectification

Matching is too time consuming

So, Use Epipolar constraint 

After Rectification, start stereo matching
It Matches y-axis and compute disparity



Related Work
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Prior research: MVSNet

Camera parameter is needed,  output: Depth map

Flexibly adapts arbitrary N-view inputs using a variance-based cost 

metric that maps multiple features into one cost feature.

Down-Sized

3D CNN U-net

Variance Cost Metric



Related Work
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Softmax operation with 1-channel volume for 

probability normalization
Softmax operation with 1-channel volume for 

probability normalization



Related Work
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1. Initial Depth map

Based on the initial depth map calculated above, the 

probability sum of the four closest virtual planes is 

calculated.

After that, thresholding is performed and outlier 

filtering is performed.

3. Depth map Refinement

To restore the boundary information 

well, they apply a depth residual 

learning network at the end of 

MVSNet.

2. Probability map



Related Work
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4. Depth map Filtering

5. Depth map Fusion

To integrate depth maps from different views to a unified 

point cloud representation.



Paper_Cascaded MVS
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• Contribution

▪ MVSNet은 low-resolution이라는 제한

▪ 3D cost volume을 구할 때 메모리와연산시간이많이 들기 때문에 high-resolution 

Output은무리

▪ 이와 같은 문제를 해결

▪ 3D reconstruction 정확도도높이는동시에 연산속도및 메모리효율성까지잡음

Cascade Cost Volume for High-

Resolution  Multi-View Stereo and 

Stereo Matching.2020 CVPR



Paper_Cascaded MVS
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• Methodology

Using feature pyramid network  to 

extract multi-scale features

Resolution ↑Feature volume cost volume



Paper_Cascaded MVS
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• Methodology

Multi-View Stereo

1. Back bone: MVSNet

2. Cost Volume Formulation

3. Camera parameter is needed

4.   Output : Depth to point cloud 



Paper_Cascaded MVS
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• Methodology

1. Cascaded- cost Volume

- H×W ×D×F = 1600×1184×256×32 

- To resolve the problems above, 

cascade cost volume formulation is needed

A. Hypothesis Range

B. Hypothesis Plane Interval

C. Number of  Hypothesis Planes

Reducing factor of hypothesis plane Interval

Reducing factor of hypothesis range

D. Spatial Resolution

N: total stage number of cascade cost volume



Paper_Cascaded MVS
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• Methodology

2. Feature pyramid

The standard cost volume is constructed 

using the top level feature maps which 

contains high-level semantic features 

but lacks low-level finer representations.

3. Loss Function



Paper_Cascaded MVS
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• Methodology

Stereo Matching

Backbone: PSMNet

It is already rectified.

To build feature volumes, 

Warp the feature maps of the right 

view to the left view using only 

translation along the x-axis

Multi-View Stereo

Backbone: MVSNet

Cascaded redefining



Paper_Cascaded MVS

18

• Experiment Results_ablation

Reconstruction accuracy 

with cas3 is the best

So N=3

Not sharing cascaded 

stage parameter is better 



Paper_Cascaded MVS
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• Experiment Results_ablation

Cascaded MVS leads better results than just bilinear up-sampling feature map



Paper_Cascaded MVS
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• Experiment Results_multi-view stereo

Statistical& reconstruction results on the Tanks and Temples dataset of state-

of-the-art multi-view stereo and our methods



Paper_Cascaded MVS
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Error map

Depth map

• Experiment Results_multi-view stereo



Paper_Cascaded MVS
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• Experiment Results_multi-view stereo



Paper_Cascaded MVS
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• Experiment Results_Stereo Matching

PSMNet

GWCNet

GWCNet+(Ours)



Paper_Cascaded MVS
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• Experiment Results_Stereo Matching

D1: Percentage of stereo disparity outliers 

in first frame.
EPE: End point error

Disparity outlier percentage(%)



Conclusion

• Total Conclusion

1. Save memory and running time

2. Decompose the single cost volume into 

a cascade formulation of multiple stages

3. Narrow the depth range of each stage and reduce the total number of hypothesis planes 

by utilizing the depth map from the previous stage

4. Use the cost volumes of higher spatial resolution to generate the outputs with finer details.

• Limitations

▪ There is no clear difference between reconstruction picture compared to other techniques.

▪ But you can see that they are absolutely superior in numerical figure.
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