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Vision Transformer
• An Image is Worth 16x16 Words

▪ Transformer for Vision Task

− Originally designed for NLP sequential data

▪ Convolution not necessary

− No dependency on CNNs
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Procedure

1. Split an image into patches (16x16)

2. Linear Embedding

3. Add positional embeddings

4. Feed sequence into Transformer



Vision Transformer
• Self-attention

▪ Scaled Dot-Product

▪ Multiple Scaled Dot-Product Attention →

Multi-head attention
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Vision Transformer
• Problems

▪ No overlapping regions

− No locality

− Not translationally equivariant (No inductive bias)

҉ Large dataset & thorough augmentation needed

▪ Unified resolution

− Equal resolution features for all layers

− Dense prediction (segmentation, detection…) difficult

▪ Computationally inefficient

− Large model size

− Slow inference speed

− Large FLOPs (floating-point operations)
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Vision Transformer

Convolution Neural Network



LeViT: Introduction
• LeViT: a Vision Transformer in ConvNet’s Clothing for Faster Inference

▪ Faster Vision transformer

− Recent works focus only on decreasing model size & theoretical computation (FLOPs)

▪ Re-introduce convolutional components into Vision Transformer

− Trade off between attention computation and convolutions
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LeViT: Background
• DeiT: Training data-efficient image transformers & distillation through attention

▪ Using only ImageNet-1k to train ViT

− Original ViT trained on JFT-300M

− Use knowledge distillation for ViT

҉ Distillation Token instead of class token

҉ RegNetV-16FG as teacher
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LeViT: Method
• Convolutions in the ViT architecture

▪ Key, query, values formed by multiplying learned weights

− Similar to convolutional functions to the input

− Attention weights resemble that of convolutional layers

▪ Spatial smoothness 

− Overlapping properties of convolutions

҉ Smoothness property applied to ViT through data augmentation
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LeViT: Method
• Grafting

▪ Combination of ResNet & ViT

− Original paper claims that it is not very effective

҉ Only ViT is better

− Extensive experiments necessary
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LeViT: Method
• Grafting

▪ Combination of ResNet-50 and DeiT-Small

− Mixture of ResNet and DeiT block under similar computational budgets

▪ Results

− Mixing two stages of ResNet with DeiT showed best results

− Combined model showed fast convergence
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LeViT: Method
• Model Design

▪ VGG style Convolution blocks added to DeiT

− Less computation compared to ResNet

҉ ResNet : 1042M FLOPs

҉ VGG : 1084M FLOPs

− Fast resolution shrink

▪ No classification token

− BCHW tensor used → positional information preserved

▪ Attention bias instead of positional embedding

− Positional embedding important to ViT performance

− Include positional embedding to every attention block in 

the form of bias
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▪ Convolution instead of MLP

− No classification token

҉ Average pooling used instead

− Linear embedding → 1x1 conv

҉ Layer Norm → BatchNorm

− Feed forward MLP also to conv

LeViT: Method
• Model Design

▪ Reduction block

− Following ResNet structure

− Pyramid structure
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Normal block Reduction block



LeViT: Experiments
• Experiment Settings

▪ DeiT as Baseline

▪ Test on various hardware platforms

− 16GB NVIDIA Volta GPU

− Intel Xeon 6138 CPU

− ARM Graviton2 CPU
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Model structures. First four convolution layers are applied equally to all models.



LeViT: Experiments
• Results on ImageNet-1k
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MobileViT: Introduction
• MobileViT: Light-weight, General-Purpose, and Mobile-friendly Vision Transformer

▪ Combine the strengths of CNNs and ViTs to build a light-weight and low latency network 

for mobile devices

− Performance of light-weight ViTs are not enough

҉ DeIT is 3% less accurate compared to MobileNetv3

− FLOPs do not accurately reflect inference speed

҉ PiT has 3x less FLOPs than DeIT. But similar inference speed on mobile device

− Complex training recipes of previous ViTs

҉ Aim for better performance than conventional light-weight CNNs with basic training recipes

҉ Good generalization & robust to hyper-parameters (data augmentation and L2 regularization)
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MobileViT: Background
• MobileNetV1: Depthwise Separable Convolution

▪ Divide Standard Convolution into Depthwise & Pointwise Convolution

▪ Parameters

− Standard: 𝑊𝐾 × 𝐻𝐾 × 𝐶𝑜𝑢𝑡 × 𝐶𝑖𝑛

− Depthwise:  (𝑊𝐾 × 𝐻𝐾 + 𝐶𝑜𝑢𝑡) × 𝐶𝑖𝑛

▪ Computation

− Standard: 𝑊𝐾 × 𝐻𝐾 × 𝐶𝑜𝑢𝑡 × 𝐶𝑖𝑛 ×𝑊𝑌 ×𝐻𝑌

− Depthwise: (𝑊𝐾 × 𝐻𝐾 + 𝐶𝑜𝑢𝑡) × 𝐶𝑖𝑛 ×𝑊𝑌 × 𝐻𝑌
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MobileVit: Background
• MobileNetV2: Inverted Residual Block

▪ Residual (Bottleneck) vs Inverted Residual

− Reverse classical Residual Block

▪ Inverted Residual Block Structure

− Now a standard for many light-weight models (ex. ShuffleNet, EfficientNet, MobileNetV3 etc.)
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MobileVit: Method
• MobileViT block
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MobileVit: Method
• MobileViT block

▪ Local spatial information

− n x n conv + pointwise conv

▪ Global information

− Using transformer

− 1 conv = unfold→ matrix multiplication→ fold

− Transformers as convolutions

▪ Absence of linear projection

− No need for positional embeddings
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MobileVit: Method
• Effect of convolution + transformer

▪ Kernel size (n x n) & patch size (h x w)

• Overall architecture
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Conv-n x n : standard n x conv, MV2 : MobileNetV2 block, ↓2 : downsample by 2



MobileVit: Method
• Multi-scale Sampler for Training Efficiency

▪ Multi-scale learning only possible through fine-tuning for standard ViTs

− Position embeddings need to be interpolated based on the input size

− No position embedding necessary for MobileViT

▪ Multi-scale learning with variably-size batch sizes

− For randomly sampled spatial resolution of (𝐻𝑡, 𝑊𝑡)

− Batch size for t-th iteration: 𝑏𝑡 =
𝐻𝑛 𝑊𝑛𝑏

𝐻𝑡 𝑊𝑡

− Faster training & better generalization performance
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MobileVit: Experiments
• Results on ImageNet-1k

▪ Augmentation

− Basic : Only standard augmentation techniques for CNN (e.g. ResNet)

− Advanced : Combination of augmentation methods (e.g. MixUp, CutMix) 
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MobileVit: Experiments
• Results on Detection

▪ SSDLite on MS-COCO
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• Results on Segmentation

▪ DeepLabv3 on PASCAL VOC 2012



MobileVit: Experiments
• Results on mobile device

▪ Iphone 12 neural engine
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(a) Comparisons with other light-weight ViTs



• Discussion

▪ Lack of hardware optimization for ViTs

− ViTs are slower than CNNs on mobile platform

− CUDA kernels exists for GPU but not for mobile

− CPU is optimized for variable devices

MobileVit: Experiments
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FLOPs & Time of Convolution 

Operators on 1080Ti GPU

Comparison of ViT models and MobileNetv2 inference speed on different hardware platforms



• LeViT: a Vision Transformer in ConvNet’s Clothing for Faster Inference

▪ Incorporation of CNN into Vision Transformers for faster inference

− Replacement of MLP based operations to convolution-based operations

҉ MLP→ 1x1 conv, layer norm → batchnorm

− Trade-off between CNN + ViT mixture model

҉ Applying convolutional layers to early stages of ViT

• MobileViT: Light-weight, General-Purpose, and Mobile-friendly Vision Transformer

▪ MobileViT block

− Combination of convolution and self-attention to consider both local and global context

▪ Incorporation of MobileViT block within pre-defined MobileNetV2

− Hight performance of ViT + computational efficiency of MobileNet

Conclusion
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