
Sogang University

Vision & Display Systems Lab, Dept. of Electronic Engineering 

Presented By

De-occlusion in pose estimation 

윤준하

2022년도 하계 세미나



2

• Backgrounds

▪ About topic

▪ What is De-occlusion

▪ Inpainting

• Human-pose de-occlusion

▪ Method

▪ Dataset

▪ Experiment

• Hand-pose de-occlusion

▪ Method

▪ Dataset

▪ Experiment

Outline
[1] “Self-supervised scene de-occlusion.” (CVPR 2020) 

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)
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Backgrounds

How we could approach

Occlude cases ?

• Single pose estimation

• Multi pose estimation
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[1] “Self-supervised scene de-occlusion.” (CVPR 2020) 

Backgrounds
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content completion

What is De-occlusion?
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Inpainting

주변 pixel값을 참고하여 hole을 채움

Backgrounds
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[1] “Self-supervised scene de-occlusion.” (CVPR 2020) 

Backgrounds

Compared to Image Inpainting
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Backgrounds
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De-occlusion &

Removal

• Hand Pose Estimation 

▪ Ground Truth

Occlusion image Amodal Mask Modal Mask

Invisible Mask Recovered image

• Human Pose Estimation

▪ Ground Truth 

▪ Human Parsing 
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Introduction

Mask completion

Content recovery

• Mask Completion

▪ First hourglass module to refine the inaccurate input modal mask

▪ Second hourglass module is applied to estimate the integrated amodal mask

• Content recovery

▪ Recovers the appearance content inside the visible portions

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)
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• Mask Completion

▪ A pretrained instance segmentation network 𝑁𝐼 is applied to obtain the initial modal mask 

𝑀𝑖 from input image 𝐼𝑠

▪ One hourglass module 𝑁𝑚
ℎ𝑔

outputs a refined modal mask ෢𝑀 𝑚and the corresponding 

parsing result ෢𝑀 𝑚
𝑝

▪ Another hourglass module 𝑁𝑎
ℎ𝑔

is stacked with the template masks finally outputs the 

amodal mask ෢𝑀 𝑎 and the parsing result ෢𝑀 𝑎
𝑝

▪ A discriminator 𝐷𝑚 is applied to improve the quality of the generated amodal mask

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

Method - Mask Completion
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• The modal recognition process (Yellow)

• The amodal completion process (Green)

• Reweight

▪ 𝑀𝑡: k-means를 이용해 template masks를

비슷한외형끼리분류

▪ 𝐷𝑚,𝑡 : 𝑙2 distances of 𝑀𝑡 and ෢𝑀 𝑚

▪ 𝑊𝑚,𝑡 = 1/𝐷𝑚,𝑡

▪ 𝑊𝑚,𝑡 is multiplied back with the template masks to 

highlight suitable candidates

Method - Mask Completion

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)
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• Modal, amodal and the human parsing loss • Reconstruct loss

• Discriminator loss

Method - Mask Completion

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

∴

• Final Loss

MaximalMinimal

perceptual loss
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Method - Content Recovery

• Content recovery

▪ The image 𝐼𝑠 concatenated with the visible mask 𝑀𝑣 and the amodal mask 𝑀𝑎 is passed 

into the network 𝑁𝑐

▪ Unet with partial convolution as the basic architecture

▪ Parsing Guided Attention (PGA) module is used

▪ A discriminator 𝐷𝐶 is applied to identify the quality of the output image 𝐼𝑜

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)
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• The first stream (cyan) 

▪ Decomposes the feature into different body parts and compare them.

▪ Feature 𝐹𝑖
𝑖𝑛is reduced to the same channel number with the parsing logits (i.e. 19)

▪ Multiplied with the two logits to distribute the feature in different body parts. 

▪ Two distributed features are concatenated and a 1 × 1 convolution layer is applied

• The second stream(magenta)

▪ Establish the pixel-level relationship between the visible context and the invisible regions. 

Method - Content Recovery

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)
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[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

Method - Content Recovery

• Attention • Network process

• Final LossModal

Amodal

Invisible, AmodalVisible, Modal
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[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

• Image Acquisition

▪ We collect human images from several large-scale 

instance segmentation and detection datasets

▪ Ex) COCO, VOC(with SBD), LIP, Objects365, and 

OpenImages

• Filtering Scheme

▪ Discard : the human is occluded by other instances 

(e.g. desk, car or human or parts of him/her out of view

▪ Preserve : the human is not occluded and the 

segmentation is fine

▪ Refine : the human is not occluded but the 

segmentation result is not satisfied

• Ground Truth

▪ AHP contains occlusion image, amodal mask, modal 

mask, invisible mask, and Recovered image

• AHP(The Amodal Human Perception Dataset)

AHP Dataset
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[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

Experiment

• Quantitative comparison 

▪ The comparison results of mask completion task on our AHP dataset

▪ The comparison results of content recovery task on our AHP dataset
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• Qualitative comparison

[2] “Human De-occlusion: Invisible Perception and Recovery for Humans." (CVPR 2021)

Experiment
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[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

Introduction

HDR(Hand De-occlusion and Removal) Framework

• HASM (Hand Amodal Segmentation Module)

▪ Segment the amodal and modal masks of the left and the right hand in the image

• HDRM (Hand De-occlusion and Removal Module)

▪ locate and crop the image patch centered at each hand

▪ recovers the appearance content of the occluded part of one hand and removes the other 

distracting hand simultaneously

• SHPE (Single Hand Pose Estimator)

▪ Get the final 3D hand poses



20

Backbone : SegFormer

• Obtain the amodal and visible masks of both hands

using the Hand Amodal Segmentation Module (HASM)

[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

Method - HASM
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Method - HDRM
[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

• MD denote the region where the target hand is occluded by the other hand

• MR denote the region where the distracting hand occupies



22

Backbone : Partial conv + transformer  

[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

Method - HDRM
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[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

AIH Dataset

• AIH Syn

▪ Single hand

− AIH Syn contains 2.2M samples from the 

InterHand2.6M V1.0 dataset

− 250K cropped single-hand images with masks

− AIH Syn is generated by simple 2D image-level 

copy and paste

− Copy the left single-hand image and paste it on 

the right single-hand image

▪ Interacting hand

− Two hands with similar texture from both sides

− Then we crop the left hand region given its 

amodal mask and paste it on the right hand
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[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

AIH Dataset

• AIH Render

▪ AIH Render is generated by rendering the textured 3D 

interacting hand mesh to the image plane.

▪ Suffer from the appearance gap because the rendered 

texture is synthetic.

▪ AIH Render contains over 0.7M samples.
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Experiment
[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

▪ ‘ALL’ branch and the ‘machine - annotator (M)’ branch of InterHand2.6M V1.0 Dataset

▪ MPJPE (mm) is adopted to evaluate the 3D joint estimation accuracy. 

• Comparisons with the state-of-the-art methods



26

Experiment
[3] "3D Interacting Hand Pose Estimation by Hand De-occlusion and Removal ." (ECCV 2022)

• Qualitative Results
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Q&A




