
NeRF :

Representing Scenes as Neural Radiance 

Fields for View Synthesis

조민지

Vision & Display Systems Lab.

Dept. of Electronic Engineering, Sogang University



Outline

• Intro

• Previous works

• NeRF : Representing Scenes as Neural Radiance Fields for View Synthesis

• Method

• Results

• Going forward



Intro

• 3D Rendering 

and View synthesis



Previous works

• RGB−𝛼 volume rendering for synthesis

▪ Large N-d array contains RGB−𝛼 information.



Previous works

• Neural Network as shape representation

▪ Deep SDF

▪ Occupancy network



NeRF : Neural Radiance Field Scene Representation

• Neural Network as scene representation

▪ Volume rendering with neural radiance fields

▪ View synthesis and image-based rendering
Ben Mildenhall



Method

• Neural Network as a scene representation

▪ Generalization? → X

▪ Overfitted by 1 specific scene.

▪ Weights of NN represents the scene!

𝐹𝛀

Fully-connected 

neural network

( 256 channels, 

9 layers )



Method
• Representing a scene as a continuous 5D function

𝐹𝛀

( r, g, b, σ )( x, y, z, θ, ∅ )

Spatial

location Ԧ𝑥

Viewing

direction Ԧ𝑑
Output

color Ԧ𝑐

Output

density



Method

• Getting pose & bound from images

▪ Capture images of ¹ forward facing view

or ² 360◦inward facing view.

▪ Use COLMAP to get camera-to-world (c2w) 

transformation matrix.
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• Getting pose & bound from images

▪ Capture images of ¹ forward facing view

or ² 360◦inward facing view.

▪ Use COLMAP to get camera-to-world (c2w) 

transformation matrix.

( x, y )

( x, y, z )



Method

• Getting pose & bound from images

▪ COLMAP generates poses_bounds np array.

▪ Contains 1 x 17 matrix per 1 input image. 
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Method

• Getting pose & bound from images

▪ COLMAP generates poses_bounds np array.
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Method

• Generate views with traditional volume rendering

▪ 1 pixel of each image = 1 ray

Ray 1 

Ray 2
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Method

• Generate views with traditional volume rendering

▪ 1 pixel of each image = 1 ray
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Method

• Generate views with traditional volume rendering

▪ Optimize every ray with gradient descent (l2 loss)

: መ𝐶 𝑖 = σ𝑗=1
𝑁 𝑇𝑗 (1 − exp −𝜎𝑗δ𝑗 ) 𝑐𝑗

: 𝐶(𝑖)

Ray distance δ

(c,      )
Color

(RGB),

Volume density

(Opacity)

𝑇𝑗 = exp(−σ𝑘=1
𝑗−1

𝜎𝑗δ𝑗)



Method

• Optimizing a Neural Radiance Field

▪ ¹ (Sinusoidal) Positional encoding

▪ For 𝐹𝛀 ∶ (x, d) → (c, σ) ,

𝐹𝛀 = 𝐹′𝛀 ○ 𝛾 ( ○ is elementwise product )
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▪ For 𝐹𝛀 ∶ (x, d) → (c, σ) ,

𝐹𝛀 = 𝐹′𝛀 ○ 𝛾 ( ○ is elementwise product ) 𝐹′𝛀

( c, σ )( x, d )

𝐹𝛀

( c, σ )
( 

sin(𝜋𝑥) cos(𝜋𝑥)
sin(2𝜋𝑥) cos(2𝜋𝑥)

⋮
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⋮
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Method

• Optimizing a Neural Radiance Field

▪ ¹ (Sinusoidal) Positional encoding

▪ For 𝐹𝛀 ∶ (x, d) → (c, σ) ,

𝐹𝛀 = 𝐹′𝛀 ○ 𝛾 ( ○ is elementwise product )

𝛾 𝑝 = sin 𝜋𝑝 , cos 𝜋𝑝 ,⋯ , sin 2𝐿−1𝜋𝑝 , cos 2𝐿−1𝜋𝑝 ( 𝐿 = 10 𝑓𝑜𝑟 𝛾(x) and 4 𝑓𝑜𝑟 𝛾(d) )

▪ 𝑅2𝐿 ← 𝑅 : map into higher dimensional space.



Method

• Optimizing a Neural Radiance Field

▪ ² View-dependent RGB color

▪ Color (radiance) distributions of the same 

point on ships viewed by different angles.



ReLU
No 

activation
Sigmoid

Method

• Optimizing a Neural Radiance Field

▪ ² View-dependent RGB color

▪ Predict σ as function of x,

predict c as function of x and d.



Method



Method

• Optimizing a Neural Radiance Field

▪ ³ Hierarchical volume sampling

▪ Render by 2 networks : coarse & fine 
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• Optimizing a Neural Radiance Field

▪ ³ Hierarchical volume sampling

▪ Render by 2 networks : 𝑐𝑜𝑎𝑟𝑠𝑒 & 𝑓𝑖𝑛𝑒

▪ Get Probability Distribution Function by

normalizing weights from 𝑁𝑐𝑜𝑎𝑟𝑠𝑒.

▪ Given the output of 𝑁𝑐𝑜𝑎𝑟𝑠𝑒 ,

produce more informed sample points 𝑁𝑓𝑖𝑛𝑒.

▪𝑁𝑓𝑖𝑛𝑒 = 𝑁𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒

▪ Finally, use all 𝑁𝑐𝑜𝑎𝑟𝑠𝑒+𝑓𝑖𝑛𝑒 samples.
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Results

• Ablation studies

▪ Effect of 3 optimization methods
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Results

• Comparisons with previous methods

▪ Synthetic dataset



Results

• Comparisons with previous methods

▪ Real world scenes



Results



Going forward

• Decrease training and inference time (currently 30 sec per high-resolution frame)

▪ Mip-NeRF (A Multiscale Representation for Anti-Aliasing Neural Radiance Fields) 

https://jonbarron.info/mipnerf/

• Disentangle more graphics attributes to allow additional applications, such as relighting

▪ NeRV (Neural Reflectance and Visibility Fields for Relighting and View Synthesis)

https://pratulsrinivasan.github.io/nerv/

• Generalize to more than one scene without training from scratch and requiring fewer input images

https://jonbarron.info/mipnerf/
https://pratulsrinivasan.github.io/nerv/
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