
Image-to-Image translation GAN

Vision and Display System Lab.

Sogang University

김 현 성



Outline

• Introduction

▪ Image-to-Image translation GAN

• Associated Papers

▪ U-GAT-IT

▪ Attribute-Decomposed GAN

• Research

2



• Goal

▪ To learn a function that maps images within two different domain
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Image-to-Image Translation

Domain Domain



• Application
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Image-to-Image Translation

Super Resolution Inpainting Translation

Paired Data

(Supervised)

Unpaired Data

(Unsupervised)



• U-GAT-IT

▪ Overall Network
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Associated Papers(Unsupervised)

▪ Generated Images



• U-GAT-IT

▪ Generator
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Associated Papers(Unsupervised)

𝐺𝑠→𝑡 : Generate from source to target domain

Encoding

𝒙 ∈ {𝑿𝒔, 𝑿𝒕}
[B, C, H, W]

Feature Map

[B, 256, H/4,W/4]

Encoding



• U-GAT-IT

▪ Generator
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Associated Papers(Unsupervised)

Attention

Map

▪ Attention

− GAP, GMP

Pooling

F
C

∗𝜇(𝒙)

𝐺𝑠→𝑡 : Generate from source to target domain

× weight

*FC Layer is trained to make 𝜇(𝒙) represents 

the probability that 𝑥 is from source Domain



• U-GAT-IT

▪ Discriminator
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Associated Papers(Unsupervised)

Attention

Map

▪ Attention

𝐷𝑡 : Discriminator for target domain (a) Input, (b)/(c)-(d) Visualization of Attention 

map of Generator/Discriminator, (e)/(f) 

generated images w/w/o attention



• U-GAT-IT

▪ Generator
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Associated Papers(Unsupervised)

Adaptive 

Residual blk.

▪ AdaLIN

− GAP, GMP

𝐺𝑠→𝑡 : Generate from source to target domain 𝜌 is a learnable parameter so that generator 

looks for the best normalization strategy

𝐴𝑑𝑎𝐿𝐼𝑁 𝛼, 𝛽, 𝛾 = 𝛾 ∙ (𝜌 ∙ ෝ𝑎𝐼 + (1− 𝜌) ∙ ෞ𝑎𝐿) + 𝛽

ෝ𝑎𝐼 =
𝑎 − 𝜇𝐼

𝜎𝐼
2 + 𝜖

, ෞ𝑎𝐿 =
𝑎 − 𝜇𝐿

𝜎𝐿
2 + 𝜖

𝜌 ← 𝑐𝑙𝑖𝑝 0,1 (𝜌 − 𝜏∆𝜌)



• U-GAT-IT

▪ AdaLIN Experiment
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Associated Papers(Unsupervised)

Source With  

AdaLIN

With  IN With  LN With  

AdaIN



• U-GAT-IT

▪ Comparison
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Associated Papers(Unsupervised)

(a) Source (b) U-GAT-IT (c) CycleGAN (d) UNIT 

(e) MUNIT (f) DRIT (g) AGGAN 

KID calculation(lower is better)



• Controllable Person Image Synthesis with Attribute-Decomposed GAN

▪ Generated Images
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Associated Papers(Supervised)

Generate person in the desired pose Generate person in the desired fashion



• Controllable Person Image Synthesis with Attribute-Decomposed GAN

▪ Overall Network
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Associated Papers(Supervised)

Style Embedding



• Controllable Person Image Synthesis with Attribute-Decomposed GAN

▪ Decomposed component encoding
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Associated Papers(Supervised)

▪ Style Embedding

− Use pre-trainedVGG19 

− Encode styles using segmentation masks

▪ Experimental Results

Source Target

Pose
W/O

Embedding

With

Embedding

Details of the texture encoding



• Controllable Person Image Synthesis with Attribute-Decomposed GAN

▪ Encoder/Decoder – Same as CycleGAN
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Associated Papers(Supervised)



• Controllable Person Image Synthesis with Attribute-Decomposed GAN

▪ Comparison
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Associated Papers(Supervised)

Quantitative comparison with SOTA methods on 

DeepFashion Dataset

Results of the user study



• Controllable Face Image Synthesis with Attribute-Decomposed GAN
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Experiment(Supervised)

Landmark

Original

Hairstyle

Eye

Cloth

GENERATOR

STYLE 

EMBEDDER

TargetSource

Alternative

Face Image in the 

desired pose, style



• Controllable Face Image Synthesis with Attribute-Decomposed GAN
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Research(Supervised)

▪ Embedder
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• Controllable Face Image Synthesis with Attribute-Decomposed GAN
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Research(Supervised)

▪ Generator

* AdaIN is used to inject embedded style



• Controllable Face Image Synthesis with Attribute-Decomposed GAN
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Research(Supervised)

▪ Generator
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• Controllable Face Image Synthesis with Attribute-Decomposed GAN

21

Research(Supervised)

▪ Experiment

Discriminator Loss

Generator Loss Source Target Generated
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Q&A


